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1 User Experienced Delay

In order to deliver the same level of experience as reality, it is vital in the metaverse
to ensure the user’s immersion by minimizing the motion to photon (MTP) latency.'
Researchers have determined that MTP latency must be within the human perceptible
limit for users to interact fluidly and immediately with holographic enhancements.
During the AR registration process, for instance, significant latency frequently causes
virtual objects to lag behind their intended position [2], which can create nausea
and vertigo. As a result, reducing end-to-end latency is essential for the metaverse,
particularly in situations where real-time data processing is required, such as real-
time AR interaction with the physical world like AR surgeries [3-5], or real-time
user interactions in the metaverse, such as multiplayer interactive exhibits in VR [6]
or multiple players battling in Fortnite.

As previously stated, the metaverse frequently necessitates intense computing for
mobile devices, which increases latency. To compensate for the restricted capacity
of graphics and chipsets in mobile interfaces (AR glasses and VR headsets, etc.),
offloading is frequently employed to alleviate the compute and memory strain at the

I MTP latency is the amount of time between the user’s action and its corresponding consequence
being reflected on the display screen, and is one of the most influential elements in the immersive
experience [1].
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expense of increased networking latency [7, 8]. A balanced trade-off is essential to
make the offloading process transparent to the user experience in virtual environ-
ments. But it is difficult. For instance, creating a locally navigable viewport larger
than the headset’s field of view is required to compensate for network latency dur-
ing offloading [9]. However, there is a conflict between the required viewport size
and the networking latency: a longer delay necessitates a wider viewport and the
streaming of more material, which results in even longer latency. Consequently, a
solution that improves physical deployment may be more practical than pure resource
orchestration.

Due to the fluctuating and unpredictable high latency [10-13], cloud offloading
cannot always achieve the optimal balance and results in long-tail latency perfor-
mance, which harms the user experience [14]. Recent cloud reachability measure-
ments indicate that the current cloud distribution can provide network latency of
less than 100 milliseconds [15—17]. However, only a handful of nations (24 out of
184) reliably reach the MTP level via wired networks, while only China (out of 184)
satisfies the MTP requirement using wireless networks [1]. To ensure a seamless
and immersive user experience within the metaverse, a complementary solution is
required.

Edge computing, which computes, stores, and transmits data closer to end-users
and their devices, can reduce user-experienced latency relative to cloud offload-
ing [18]. Satyanarayanan et al. [11] identified in 2009 that deploying strong cloud-
like infrastructure just one wireless hop away from mobile devices, i.e., cloudlet,
may revolutionize the computing paradigm, as demonstrated by numerous subse-
quent works. Specifically, Chen et al. [19] examined the latency performance of
edge computing by conducting practical tests on various applications. They demon-
strated that LTE cloudlets could deliver significant benefits (60% less latency) over
cloud offloading. Similarly, Ha et al. [20] discovered through measurements that
edge computing can cut service latency by at least 80 ms on average compared to
the cloud.

Researchers have proposed strategies to enhance the performance of metaverse
applications by leveraging the latency advantage of edge computing. For example,
EdgeXAR [21] is amobile augmented reality framework that takes advantage of edge
offloading to provide lightweight tracking with six degrees of freedom while hid-
ing the offloading latency from the user. Jaguar challenges the limits of end-to-end
latency in mobile augmented reality by exploiting hardware acceleration on edge
clouds with GPUs [22]. EAVVE [12] provides a cooperative AR vehicular vision
system assisted by edge servers to lower the total offloading latency and compensate
for insufficient in-vehicle computational capability. Bartolomeo et al. [8] proposed
scAtteR, a distributed stream processing-based AR architecture that decouples the
different compute blocks of AR pipelines as different microservices for improved
scalability and end-to-end performance. Likewise, similar strategies have been pro-
posed for VR services. Lin et al. [23] turned the problem of energy-aware VR expe-
rience into a Markov decision process and utilized pervasive edge computing to
realize an immersive wireless VR experience. Gupta et al. [24] combined scalable
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360-degree content, VR user viewport modeling, mmWave connectivity, and edge
computing to realize a low-latency 8 K 360-degree video mobile VR arcade stream-
ing system. Elbamby et al. [25] suggested a proactive edge computing and mmWave
communication system to enhance the performance of an interactive VR network
game arcade that demands real-time rendering of HD video frames. As the resolu-
tion increases, edge computing will play an increasingly crucial role in reducing the
latency of metaverse streaming at 16, 24 K, and even higher resolutions.

2 Multi-access Edge Computing

In the eyes of many industry insiders, edge computing’s exceptional performance in
lowering latency in virtual worlds has made it a crucial pillar in the building of the
metaverse. Apple, for instance, employs a Mac with a VR headset attached to support
360-degree VR rendering [26]. Thanks to its powerful Qualcomm Snapdragon XR2
CPU, the Facebook Oculus Quest 2 can give VR experiences without the need for a
PC.In contrast to a strong PC, the standalone VR experience suffers from lower frame
rates and thus less detailed VR scenes. By offloading to an edge server (such as a
personal computer), consumers can enjoy a more dynamic and immersive experience
at higher frame rates without compromising detail. The Facebook-announced Oculus
Air Link [27] in April 2021 enables Quest 2 to offload to the edge at up to 1200
Mbps via the home Wi-Fi network, offering a lag-free VR experience with enhanced
mobility. However, these products are limited to interior areas with restricted user
movement.

For consumers to experience a truly omnipresent metaverse, cellular networks
must offer seamless performance for AR/VR users during their outdoor movements.
So far, last-mile access has been the bottleneck for latency in LTE and 5G net-
works [28]. Multi-access edge computing (MEC) is anticipated to enhance the meta-
verse user experience by delivering standard and universal edge offloading services
one hop away from cellular-connected user devices, such as AR glasses, as 5G and
6G evolve. It not only decreases the round-trip time (RTT) of packet delivery [29],
but also enables near real-time orchestration for multi-user interactions [30]. MEC is
required for outdoor metaverse services to comprehend the specific local context and
coordinate close cooperation between adjacent users or devices. 5G MEC servers,
for instance, may manage the AR content of adjacent users with a single hop of
packet transfer and enable real-time user interaction for social AR applications such
as Pokémon GO [31]. Figure 1 depicts an illustration of an MEC solution offered by
ETSI [32]. Utilizing MEC to enhance the metaverse experience has garnered schol-
arly interest. To increase the QoE of wireless VR applications, Dai et al. [33] built
a view synthesis-based 360-degree VR caching system over MEC-Cache servers
in Cloud Radio Access Network (CRAN). Gu et al. [34] and Liu et al. [35] both
employed sub-6 GHz links and mmWave links in conjunction with MEC resources
to address the restricted resources on VR HMDs and the transmission rate bottle-
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Fig. 1 The overview of EdgeXAR framework introduced by [21]

neck for standard VR and panoramic VR video (PVRV) delivery, respectively. Zhou
et al. [29] explored a practical issue in scalable outdoor mobile AR scenarios, focus-
ing on the handoff problem considering both computation and signal when users
move across MECs.

In fact, metaverse companies have begun using MEC to enhance the user expe-
rience. DoubleMe, a leading volumetric capture company, announced a proof of
concept project, Holoverse, in collaboration with Telefénica, Deutsche Telekom,
TIM, and MobiledgeX, to test the optimal 5G Telco Edge Cloud network infrastruc-
ture for the seamless deployment of various services using the metaverse in August
2021 [36]. The renowned developer of “Ingress,” “Pokémon GO,” and “Harry Pot-
ter: Wizards Unite,” Niantic anticipates creating a ‘“Planet-Scale AR.” It has part-
nered with global telecommunications operators, such as Deutsche Telekom, EE,
Globe Telecom, Orange, SK Telecom, SoftBank Corp., TELUS, Verizon, and Tel-
stra, to improve the performance of their AR services using MEC [37]. With the
advancement of 5G and 6G technologies, last-mile latency will continue to decrease.
Therefore, MEC promises to enhance its contribution to the universal metaverse
experience.

Because the metaverse will capture more user data than ever, the privacy risk is
among the major concerns [38, 39]. For example, Amazon, Apple, Google (Alpha-
bet), Facebook, and Microsoft have long supported password-less authentication [40,
41], which validates identification with a fingerprint, face recognition, or PIN. The
metaverse will certainly continue in this manner, maybe incorporating more biomet-
rics such as audio and iris recognition [42, 43]. Previously, if a user forgot their
password, the worst-case scenario was that they lost some data and had to create
a new password to protect other data. Since biometrics are permanently connected
with a user, if they are compromised (taken by an imposter), they cannot be canceled,
and the user is in serious trouble [44, 45].
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3 Multimodal Networking

A given metaverse can support multiple human sensing modalities (such as sight,
sound, and touch) and thus can provide varying levels of immersion [46]. These
multimodal metaverses henceforth also present different networking requirements
for the different sensing modalities. For example, high-resolution visual information
might require high throughput and medium latency, whereas haptic information might
require lower throughput and low latency (see Fig.2 and Table 5.3.3-1 in [47]). Thus
networks should be able to satisfy these differing requirements simultaneously so
that users can successfully integrate these modalities (within a temporal window
of integration [46] often ranging from 10 to 30 ms [47]) and therefore experience
coherent events (such as picking up an object while also looking at that object).

In the context of current 3GPP mobile networks, a simple solution is to simply
leverage several different downlink network slices with different networking appli-
cations such as enhanced mobile broadband (eMBB) for visual information and
ultra-reliable low latency (URLLC) for haptic information. However, multiplexing
different applications on a single RAN can cause self-interference between the two
slices [48]. In general, 3GPP prescribes two methods for slice multiplexing: punc-
ture scheduling and orthogonal scheduling. In puncture scheduling, URLLC traffic is
placed in short time gaps within the eMBB traffic (thus preempting such traffic) so as
to ensure URLLC reliability. The main downside is that the eMBB traffic reliability
can suffer. Alternatively, in orthogonal scheduling resources are reserved in advance
for URLLC traffic, however, given bursty URLLC traffic many of these reservations
are empty thus resulting in inefficiencies. Therefore, research into alternative multi-
plexing schemes (including some that take multimodal VR into account) is ongoing.
We discuss a few examples of such research, refer to [49] for a comprehensive survey
(in Sect. 5) of different approaches.

As an early example, [48] study such a multiplexing scenario and compare orthog-
onal multiple access (OMA) to non-orthogonal multiple access (NOMA) with suc-
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cessive interference cancellation (SIC) in terms of multiplexing the radio resource
in multimodal VR. They use a stochastic geometric network context to perform both
analytical analysis and a validating simulation. The results show that NOMA (with
the proposed SIC) outperforms OMA for higher resolutions (both visual and haptic)
in terms of a well-known metric of human perception (the just-noticeable differ-
ence metric). The results are relevant because current networks primarily use OMA
(such as the orthogonal frequency-division multiplexing of downlink LTE and 5G
NR).

More recently, [S0] proposed a deep reinforcement learning (DRL) method to
improve upon puncture scheduling by also taking into account the eMBB reliabil-
ity requirements rather than just eMBB throughput maximization. eMBB reliability
(in the study defined in terms of throughput variance) is important in the meta-
verse context given that visual information still requires moderate reliability. The
proposed method leverages traditional optimization methods for a majority of the
scheduling yet also uses a DRL method to help ensure the URLLC requirements
are met. The DRL method is needed because traditional optimization methods often
require significant simplification of complex problems to allow efficient solving (for
example, relaxing of constraints). Therefore, this combination method merges the
efficiency benefits of traditional methods with the complexity handling benefits of
DRL methods.

While [51] suggests a genetic algorithm method that partitions the spectrum
between eMBB and URLLC. They argue that a genetic algorithm method is more
computationally efficient than a DRL method yet can still handle complex (often
non-convex) optimization problems. They show their approach is superior to a basic
Q-Learning-based DRL approach in terms of managing the trade-off between per-
formance and computational efficiency.

Alternatively, future mobile networks look to provide high-rate and high-reliability
low-latency communications (HRLLC) as a new application over 6G networks and
potentially new bands such as those with terahertz wavelengths. Thus a single appli-
cation could support all metaverse modalities.

Specifically, [52] study the potential for HRLLC over THz network through an
analytical model and simulation. Quantitatively, the analysis shows that, such a net-
work can provide the high reliability (>99.999% with latency <20 ms) and through-
put (>18 Gbps) needed for future VR and metaverse applications. However, such a
network requires very high BS density and potentially new networking techniques
such as ultra-massive MIMO and intelligent reflecting environmental surfaces (IRSs)
[53] to ensure enough LoS or quasi-LoS for such reliability and throughput. IRSs are
low-power software-tunable RF scattering surfaces that can be placed in the envi-
ronment to, for example, constructively reflect (through a phase shift) a BS signal
thus reducing loss in an NLoS situation.

In addition to 3GPP-based mobile networking solutions, research on multimodal
transport layer solutions and protocols is ongoing. These solutions are typically built
on existing transport protocols such as TCP and QUIC.

Reference [54] proposes an addition to the QUIC protocol that adjusts each
stream’s priority based on the stream’s throughput requirement. Specifically, priority
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is based on weighted fairness criteria that is inversely proportional to the through-
put requirement. Thus streams with the lowest throughput requirements (such as
audio and haptic streams in the metaverse) are prioritized at a relatively small cost to
the high-throughput streams (such as visual streams). This prioritization is roughly
similar to that which would be implied by the QoE requirements discussed at the
beginning of the section. The major benefits of such a strategy are the general nature
(for example, the strategy is also applicable in non-metaverse scenarios such as video
calls) and simplicity. The strategy can be easily applied to QUIC as a code patch with
minimal changes.

So far the solutions discussed either deal with only a single domain or autonomous
system (like a single mobile network) or in the case of transport protocols auto-
matically assume the underlying path (often across multiple domains) actually has
the baseline capability to support the requirements of metaverse applications. This
might not be the case for metaverse applications that need to traverse parts of the
public Internet where there may be bottleneck domains and the QoS model is gen-
erally the best effort. Therefore, to address this issue, [55], for example, proposes a
cross-domain QoS concept that introduces and leverages a metaverse network broker
(similar to a central controller in a software-defined network) to coordinate with the
network providers (domains) along a path, provision and monitor the connections,
and reward network providers for achieving the agreed upon QoS levels. The concept
also adds domain-specific information in the IPv6 routing header to allow tracking
performance for each domain and uses an extended version of DNS to allow clients
to specify their metaverse requirements and get back a suitable domain path (i.e., a
sequence of domains).

Finally, as mentioned, these modalities must be kept in sync within small thresh-
olds and potentially between multiple users. Such synchronization between many
modalities and between multiple users does not yet exist in the 5SG standard and
remains an open issue [47].

4 Semantic and Goal/Deadline-Aware Networking

Semantic- or goal-aware networking is an extension of traditional networking that
expands the task of networking from simply and accurately transferring arbitrary bits
or symbols to transferring only the information relevant for the receiver task (and thus
leveraging semantic information) [56]. For example, the goal of a specific network-
ing activity might be to share information between devices about nearby objects
that each device detects (via a camera), the receiver devices would then leverage
the information to build area models. In this context, a traditional networking task
might be to transfer the bits of high-resolution images. In contrast, a semantic- or
goal-aware task might be to process (through an Al model) such images before
transferring and extracting the object identification information and transferring just
object outlines, location information, and labels. This significantly reduces the vol-
ume of data to transfer (compared to traditional general image compression methods
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Fig. 3 Comparison of traditional networking steps a versus semantic networking steps b

such as JPG2000) and can be seen as a form of task-specific compression from the
signal processing area (Fig. 3).

In terms of the metaverse, semantic networking has significant potential since
the metaverse includes a wide variety of data types (such as rendered frames, video,
and text) and tasks that are well established in semantic communication research and
frameworks. However, given the diversity of data types and tasks within even a single
given metaverse, having separate semantic communication frameworks (including
semantic encoding and decoding steps) for each task is problematic and adds sig-
nificant complexity. Thus general and adaptable frameworks might be especially
important for the metaverse. We briefly describe a few frameworks from recent
research.

Reference [56] proposes a semantic networking framework that uses directed
bipartite graphs with nodes from one side representing entities (for example, different
objects from an image) and the other side representing predicates or relationships
(such as overlapping or similarity). The edges thus indicate relationships between
specific entities. The framework is general and flexible enough that, as the authors
illustrate, many different types of tasks (object detection, video captioning, scene
graph generation, and speech recognition) can be straightforwardly mapped to the
framework. Additionally, the use of a bipartite graph structure allows more efficient
processing than other structures such as normal graphs.

While [57] introduces a semantic framework for image transmission that leverages
deep learning to allow rapid adaptation to varying receiver tasks while the sender
can be essentially task-unaware and thus more general and reusable. Specifically, the
framework leverages DNNs for semantic encoding on the sender and decoding on the
receiver. The receiver uses a loss function that takes into account both the observable
(traditional networking) performance and task performance to optimize both the
encoding and decoding networks. Additionally, a transfer learning approach (using a
GAN) helps with adapting the encoder and decoder networks to varying image-based
tasks thus lowering retraining costs.
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5 Multipath Networking

Multipath networking refers to aggregating the available capacity of several differ-
ent physical networks (for example, with multipath TCP (MPTCP) over Wi-Fi and
5G) or several different base stations of the same network (for example, with dual-
connectivity over a 3GPP network). Moreover, Multipath TCP (MPTCP) is widely
deployed in the Internet as it was upstreamed in the default Linux kernel since May
2020 [58]. This allows end-hosts to switch their existing TCP connections to remote
servers to MPTCP, which can help improve the capacity available for bandwidth-
intensive metaverse applications.

However, for cases with several different physical networks, the often varying
network conditions (which can be a natural result of the different underlying tech-
nologies) can result in issues given the strict requirements of many metaverse appli-
cations. Specifically, the congestion control algorithms of the network protocols (for
example, MPTCP and MP-QUIC) can struggle to adapt to rapid order of magnitude
changes in network performance (from fading and congestion conditions) and with
deciding how much traffic to send over each network (while remaining fair to other
flows) [59]. This can result in sub-optimal aggregate throughput and head-of-line
(HoL) blocking, impacting latency [60].

To help with this challenge, researchers are looking at novel heuristic, Al, and
hybrid (heuristic and Al fusion) algorithms [61], with some work focusing on the
metaverse as an application area [62]. In terms of Al algorithms, most of these lever-
age deep reinforcement learning which uses a deep neural network model to learn
the best responses to the changing network conditions [61]. Such algorithms show
improvements over heuristic approaches in many studies; however, the downsides
include the need for periodic or continuous training to ensure that the model can
perform well even in conditions not in the original training dataset and high compu-
tational requirements from both training and inference than heuristic algorithms.

In terms of metaverse applications, [62] propose a novel multipath transport layer
protocol that optimally aggregates the available capacity of the networks even under
varying network conditions and prevents HoL blocking. Specifically, the protocol
uses two single-path TCP connections (one over each network) and for a given
block of data it starts sending that data from front to back over one connection and
from back to front over the other connection. Figure 4 illustrates this process. Thus
even if one connection becomes rapidly unusable the other connection does not
need to wait and can send all the remaining data in that block. This prevents many
cases of HoL blocking. They also propose an algorithm for minimizing viewport
distortion in streaming 360° video (similar to a metaverse) over multiple paths. The
algorithm decides the compression rates of different viewport tiles by leveraging the
probabilities that the user will view each tile and while also respecting the throughput
constraints of each network connection. They test the protocol empirically using real-
world mobile 360° video scenarios.

Similarly, [63] also proposes a similar algorithm for deciding compression rates
of viewport tiles for transmission over multiple network paths. However, they use the
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packets on the receiver side

established MPTCP protocol rather than proposing a novel transport protocol. Note
that multipath solutions are often similar in spirit to multimodal solutions though
typically a difference remains in terms of assuming several independently managed
networks versus a single network.

6 Ubiquitous Network Coverage

As previously mentioned, metaverse applications often require high-throughput net-
working, such as with 5/6G mobile networks that leverage the significant bandwidth
available in higher frequency bands. However, these frequencies often require dense
networks with many base stations due to poor propagation characteristics. Therefore,
supporting metaverse applications in some suburban and rural areas where dense
networks are not economically feasible is difficult. Additionally, metaverses that
leverage real-world data (such as those with digital twins) need to collect significant
data from these areas, which is difficult without such mobile networks. To help with
these issues, researchers suggest ubiquitous network coverage and data collection
through the use of Unmanned Aerial Vehicles (UAVs) as a possible solution.

For example, [64] proposes a dual-agent reinforcement learning method for select-
ing both the communication channel and flight trajectory of the UAV moving past
a set of clients that have data for collection for metaverse digital twins. The reward
function takes into account the total time taken to complete the full flight along with
penalties for not collecting the full data from clients. Such work builds on signifi-
cant prior studies on the optimization of UAVs in the communication and networking
context [65] often work with non-metaverse applications. Naturally, metaverse appli-
cations can pose greater challenges than other applications due, for example, to the
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potential for diversity in terms of requirements. In a digital twin context, certain
properties are much more tolerant of delays in updating.

7 Networking for Localizing and Positioning

Metaverse applications including those leveraging digital twins often rely on highly
accurate real-world positioning information; such applications and services are
known, for example, as localized mobile metaverse services by 3GPP [66]. GPS
information from clients with GPS sensors can help in certain situations such as
outdoors; however, in indoor or more challenging situations, network-assisted local-
ization can be a potential solution.

State-of-the-art network localization algorithms can be split into conventional
methods and learning-based methods (including machine learning and neural net-
work solutions) [67]. Conventional methods include, for example, traditional trian-
gulation, fingerprinting, Kalman filtering, and compressive sensing. While learning
methods span the range of ML and Al approaches, for example, k-nearest neighbors,
support vector machines, convolutional NN, federated learning, and transfer learn-
ing. These methods typically offer different tradeoffs in terms of key indicators such
as location accuracy, precision, latency, coverage, and stability (variation in accuracy
over time).

Beyond basic network-assisted approaches, in a metaverse context, cooperative
localization (CL) is potentially an important topic given the social nature of many
metaverses. In CL users rely on signals to both fixed base stations and to other users
to achieve localization. Naturally, privacy is a concern in CL because location data
is sensitive and other users are generally untrustworthy. However, in the metaverse,
user location is potentially already being shared with nearby users (for interaction
purposes), thus the privacy issues in this context are of less concern. Overall CL
improves localization precision and coverage at the expense of more computation
and energy usage at the user device [68].

State-of-the-art CL work studies situations where CL localization can occur even
in cases with a single or no base stations but with one or more of the aforementioned
passive IRSs [69]. Given the proposed ubiquity of the metaverse, low-cost solutions
such as IRSs are attractive to keep deployment costs down. In contrast, normal 5G
requires at least two antenna-array base stations for localization. As an example of
such a low-cost IRS, [70] presents an IRS design consisting of an interconnected 2D
array of cells with each cell containing an antenna and RF switch to allow for passive
3D beamforming. This beamforming essentially redirects the incoming RF signal
to a specified direction (through phase shifts generating constructive interference)
without the need for active RF components. An attached microcontroller allows rapid
reprogramming of the array to change the phase shifting and thus the beam direction.
The work estimates a cost per cell of two US dollars or less when manufacturing
at large scales, whereas a 4G or 5G small cell can cost between 4000 and 20,000
dollars [71].
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Additionally, the sensors common to many metaverse headsets such as high-
resolution RGB cameras and LiDAR can help in localization through the use of
spatial mapping. In spatial mapping such sensor data is compared to data from a
known map of spatial information (such as room contents, landmarks, and dimen-
sions) previously collected by other users, a mapping service like Google Maps, or
even city or property owners. In the network context, future 3GPP standards suggest
that this spatial mapping could be a 5G network service available to metaverse appli-
cations [47]. Storing and updating such spatial maps in network edge servers close to
the physical locations would naturally provide several advantages such as reducing
latency and backhaul load (compared to cloud storage by a third-party metaverse
provider).

8 Content Delivery Networks

Besides the commonly addressed stricter requirement on low latency, metaverse
content delivery also faces unique challenges such as context-dependent multimedia
retrieval and trust issues across multiple metaverse platforms.

Caching stands at the core of CDN and may require customized changes for
metaverse content delivery. First, it might be more meaningful to cache background
scenes for XR instead of caching bulk videos which is currently employed, to improve
the cache hit ratio. Because the clients may have different FoVs even when watching
the same scene, but with a largely overlapped background. Second, varied forms of
cached contents, e.g., chunks or tiles, have also been addressed by many works [72—
74], to allow finer granularity of transmission tailored to the user’s FoV movement.
Third, edge servers, especially MECs have been considered by some works as a key
part of pushing popular metaverse content near the users [75] to meet low-latency
requirements. A more progressive approach to edge is opportunistic content delivery
that uses a nomadic user’s device as the data source to distribute demanded XR
content among nearby users [76].

Request routing and content retrieval methods are also critical. A few studies
have proposed requesting routing methods to optimize XR delivery. Reference [77]
proposed a scalable request routing approach to optimize VR video delivery. They
proposed to first direct the streaming requests to the best proximal cluster using DNS
mappings, then process the requests in batch to optimize their allocation in an online
fashion using a fast linear programming-based heuristic. Reference [78] proposed a
viewport request routing problem customized for the 5G network, jointly considering
the rendering-aware tile cache placement. Reference [79] applied segment routing to
enable fast routing through a service chain, incorporating service function chaining
and microservices, deployed at different infrastructure levels (i.e., edge, fog, cloud)
for VR content delivery.
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A few works have been proposed surrounding Experience Delivery Network
(XDN),? a newer version of CDN specifically targeting enabling immersive experi-
ence and XR services via 5G and Edge Computing. For example, [80] identified the
key cloud-native building blocks for edge cloud XDN architecture and presented an
end-to-end 360 immersive media streaming solution leveraging cloud-native modu-
lar microservices. Reference [81] proposed a technique based on statistical models to
generate and deploy virtual users to simulate a real-world environment for designing
an XDN that can provide XR services to a large number of people. Such simulation
can help design the XDN via network design and dynamic server/data allocation to
meet QoS requirements.

Next-gen networking has also been considered. Information-Centric Network
(ICN) was proposed as an enhancement of the current host-centric IP network,
using identified information or content as the focal point for packet routing. Some
researchers believe ICN is a better fit for metaverse content delivery than the cur-
rent IP network. For example, Burke [82] proposed to use Named Data Networking
(NDN), a branch of ICN that uses application-defined names for data forwarding,
to deliver AR content via semantic-enabling web interfaces. The author claims that
NDN provides numerous benefits over IP networks in terms of AR content delivery,
including better trust management with heterogeneous content providers powered by
schematized trust [83], and allowing multiple content providers to efficiently access
the user’s context through its intrinsic multicast and caching support.

9 Standards and Interoperability

Several diverse groups across the ICT domain are pursuing standardization of meta-
verse topics. Overarchingly, the Metaverse Standards Forum is an umbrella orga-
nization founded in 2023 that aims to coordinate different standards organizations,
companies, and institutions to help create an inclusive and open metaverse. The
forum does not create standards itself but instead looks to generate outputs such as
use cases, pilots, testbeds, tooling, best practices, and guidelines to help speed up
standardization.

As an example, the Real/Virtual World Integration domain group of the Meta-
verse Standards Forum is developing a use case in which both a ride requester and
driver (when within visual distance) have (spatially anchored) real-time AR signs
that help coordinate a mutual safe pick-up location [84]. Figure5 illustrates a poten-
tial example of such a sign from the ride requester viewpoint. Such use cases help
drive potential requirements that standard organizations can leverage when actually
developing standards.

In terms of standards organizations, at least the following organizations have
established working groups (or equivalents) on the metaverse: The Institute of Elec-
trical and Electronics Engineers (IEEE), International Organization for Standardiza-

2 https://www.red5.net/blog/introducing-xdn-experience-delivery-network/.
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Fig. 5 A potential example
of a (spatially anchored)
real-time AR sign for a ride
pick-up location (from ride
requester viewpoint). The
Real/Virtual World
Integration domain group of
the Metaverse Standards
Forum is developing a use
case that leverages real-time
AR signs for ride hailing [84]

tion (ISO), World Wide Web Consortium (W3C), International Telecommunication
Union (ITU), and 3rd Generation Partnership Project (3GPP).

In the network context, there are several standardization efforts focusing at dif-
ferent network layers and network locations.

For mobile networks, 3GPP has released a technical report that surveys the net-
work requirements for different metaverse use cases over 5G and briefly describes
new functionality that 5G networks would need to fulfill these requirements [47].
3GPP is now leveraging this report to develop a technical specification for mobile
metaverse services [66] that will eventually become a published standard to extend
5G.

The technical report use cases include a mixture more traditional communication
cases in the metaverse context and metaverse specific cases [47]. For context a few
of these are listed below:

e 5G-enabled traffic flow simulation and situational awareness.

e Collaborative and concurrent engineering.

e Metaverse-based tele-operated driving.

e Movie streaming from metaverse server to the rendering device.
e Avatar information streaming between remote UEs.

o Interactive data exchange: voice and text between remote UEs.

The new functionality to support such use cases is categorized as in the list below
with each category having roughly 5-10 functionalities. Interestingly, a majority of
the new functionality is not related to headline network performance characteristics
(such as low latency and high throughput) but instead more mundane issues such as
exposure of APIs to help with digital representation of users and charging.
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Localized mobile metaverse service functionality.

Digital representation of users and avatar functionality.

Efficiency, exposure, and coordination of mobile metaverse services.
Security and privacy aspects of mobile metaverse services.

Digital asset management.

Charging requirements for mobile metaverse services.

While ITU has also released several in-progress technical reports and technical
specifications that cover topics such as metaverse applications, architecture, interop-
erability, security, economics, and accessibility.

In terms of the web, W3C has released a draft recommendation of standard APIs
(known as WebXR) for AR and VR devices to interface with web applications [85].
Specifically, web browsers can implement these APIs and then negotiate between
metaverse web applications and user’s metaverse devices (like VR goggles). The
main conceptual object of WebXR APIs is the XRSession which represents an in-
progress XR usage session and allows configuration and control of the session. For
example, the application uses the session object to query the device position and
orientation.

Overall, metaverse standardization is still in an early stage of development with
many organizations only releasing initial artifacts in mid-2023. For reference, histor-
ically 3GPP has taken on average 692 days to develop a standard [86]. However, the
standard deviation of development time is 649 days, thus illustrating high variability.
Luckily many efforts (like W3C) are building on existing XR and VR results and
thus may not take as long as other standardization processes. For example, Blink (the
browser engine of both Google Chrome and Microsoft Edge) already passes roughly
half of the 905 WebXR implementation tests [87] and supports the entire WebXR
core.
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