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Abstract
As machine learning (ML) models grow in complexity

and scale, distributed deployment across multiple devices has
become essential for ensuring performance and scalability.
However, the dynamic nature of distributed ML, where mod-
els must be frequently retrained, partitioned, and updated,
exposes severe limitations in the current de-facto container-
based model deployment. Specifically, the layered architec-
ture of container filesystems is not well-suited for handling
fine-grained model updates and partitioned ML deployments,
leading to inefficient rebuilds and long delays. In this pa-
per, we present 2DFS, a novel two-dimensional filesystem
that enables independent updates, caching, and distribution of
ML model components. We design and develop a complete
ecosystem, including a builder, registry, and cache hierarchy,
to streamline the build and deployment processes of ML mod-
els leveraging 2DFS. Our comprehensive evaluation of 14
real-world ML models demonstrates that 2DFS achieves up
to 56x faster build times, 25x better caching efficiency, while
providing on-demand image partitioning with negligible over-
head. 2DFS is fully OCI-compliant and integrates seamlessly
with existing infrastructures and container workflows.

1 Introduction
In recent years, machine learning (ML) has emerged as a

dominant paradigm in modern applications, from real-time
video analytics [40, 42, 80, 82, 92] to intelligent transporta-
tion/operations [14, 51], and has radically transformed the
field of computing [5, 48, 64, 65]. The increasing complexity
and size of the models powering these applications has cre-
ated a demand for high-performance warehouse computing
infrastructures offering significant resources [18, 67, 104]. As
the applications become more nuanced, latency has emerged
as a driving operational factor, which has led to the devel-
opment of distributed ML frameworks [1, 15, 20, 74], ML
model optimizations [22, 34, 51, 89, 92], and split comput-
ing [3, 32, 39–41, 43, 50, 54–56, 63, 66, 95], also enabling
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executions on relatively constrained devices outside of tradi-
tional data center environments [7, 51, 103]. ML models can
be partitioned and distributed independently to fit real-time
hardware availability. This also guarantees improved resource
utilization in shared infrastructures as well as better scalability
to fulfill increasing user requests.

Despite all the advances, the practical deployment and
management of these “optimized” models across distributed
infrastructures remains a challenge [9,19,23,66,68,81]. Popu-
lar Machine Learning Operations (MLOps) frameworks, such
as MLflow [71], TFX [94], and KubeFlow [52], offer robust
support for the training, versioning, and lifecycle management
of models. However, when it comes to actual deployment,
these frameworks typically rely on container-based virtual-
ization (more specifically, Docker) to package models and
their dependencies. That is because containers encapsulate
both runtime environments and application dependencies in a
lightweight and portable manner [14,21,40,40,51,88,94,108].
We argue that while containers, backed by the Open Container
Initiative (OCI) [45], provide portability and isolation, they
limit the real-world applicability of many distributed ML op-
timizations and model partitioning techniques. In fact, when
model weights are embedded in the container images, model
updates caused by continuous re-training require a new im-
age build every time [14, 21, 51]. This limitation also affects
solutions based on live model partitioning. These approaches
optimize inference by splitting and parallelizing the model
based on real-time infrastructure changes. Unfortunately, new
containers must be built for each generated partition and each
partition update [40, 108]. Solutions managing model param-
eters using on-demand download via MLOps frameworks are
extremely difficult to cache and optimize in edge environ-
ments. Instead, approaches using container volumes require
considerable manual effort to provision the necessary exter-
nal storage. These solutions are expensive to realize in edge
infrastructures, where hardware availability is scarce, network-
ing is limited, and infrastructure ownership is heterogeneous.

In this work, we address these limitations by introducing
2DFS, a two-dimensional container filesystem tailored to dis-



tributed ML model packaging and deployment. The proposed
solution exploits the well-consolidated container registries
and runtimes technologies for caching and distribution of the
image layers, the ML model parameters, and further any large
file required by the container. This prevents developers from
reinventing the wheel with no need to manually provision and
manage their own storage solutions or use third party tooling.
2DFS introduces a new 2dfs.field container image layer
type that decouples model weights and partitions from the
traditional container layered filesystem. By organizing data
into a two-dimensional matrix of independent “allotments”,
2DFS enables model components to be built, cached, and up-
dated independently. Furthermore, it also enables on-demand
partitioning of the images, enabling flexible split-computing
deployments. Specifically, our contributions are as follows.
I. We propose 2DFS, a novel extension to the OCI container

format. It adopts a two-dimensional filesystem design
where model components, encapsulated as 2dfs.field
layer, can be processed, cached, and updated indepen-
dently. This eliminates the inefficiencies of traditional
hierarchical layering, where even minor updates would
trigger expensive rebuilds across the entire container.

II. We design and develop the complete 2DFS ecosystem that
includes several core components: a builder utility for
construction of OCI+2DFS images, a partitioning operator
for on-demand image partitions, and an OCI-compliant
registry supporting the new layer type and functionalities.

III. We conduct a comprehensive evaluation of 2DFS using 14
real-world ML models. The results demonstrate signifi-
cant improvements in build times and caching efficiency
compared to traditional OCI images built with Docker.
Specifically, 2DFS achieves up to 56× faster build times
and a 25× faster image updates; and in some cases, such
as with large EfficientNet-V2L model which allows 82
splits, 2DFS builds were up to 120× faster.

Note that while 2DFS is well-suited to distributed ML, it is
not limited to such but has broader applicability in distributed
computing field. For example, it can be used to efficiently
package binaries in container images §5. The 2DFS project is
open-source and available on GitHub [10].

2 Background and Motivation
Containers have emerged as a de facto standard for packag-

ing applications and dependencies and have seen widespread
adoption in the industry. Furthermore, with the increasing
sophistication of container management platforms, thanks to
Open Container Initiative (OCI) standardization [46], the cre-
ation, execution, and sharing of container images has become
more streamlined. Even in the context of ML applications,
containers have become the preferred method for packaging
and deploying ML models [13, 101, 102], as they provide a
consistent runtime environment and simplify management,
especially when dealing with diverse hardware and software
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Figure 1: Cross-section of OCI image format.

configurations at the edge [24, 77, 88]. However, the current
containerization methods have significant overhead for sup-
porting distributed/split ML model deployment – particularly
for model partitioning and continuous model updating tasks.
To grasp these limitations, we first provide a brief overview
of containers under the hood.

2.1 Container Dissection and Lifecycle
Figure 1 shows the cross-section of an OCI image, which

contains all necessary files to run a container. Internally, the
image is structured as a Directed Acyclic Graph (DAG) com-
posed of an index, a set of manifests, config files, and lay-
ers. A manifest represents an image tailored to a specific
platform and contains references to the filesystem layers and
a config file. A layer describes a filesystem change; starting
from the RootFS, each layer updates, adds, or removes files
from the previous layer. Layers are stacked on top of each
other and joined together to form the container filesystem
(e.g., OverlayFS [30]) A layer is stored as a compressed tar-
ball called blob and referenced via a hash of their contents (the
digest). When multiple containers are created from images
that use identical layers, the layers are shared, reducing the
storage overhead. Every change in a layer invalidates its hash,
causing a cascade effect that propagates up to the index. The
config file holds the container’s configuration details, such
as execution parameters and environment variables, along
with the root filesystem changes expressed as a list of Dif-
fIDs. A DiffID is the hash of an uncompressed image layer,
not to be confused with the digest mentioned above.

A container image build process is handled by a builder
component, which is composed of a front end and a back end.
The front end parses the build file descriptor and converts it
into a set of instructions that can be used by the backend. Let
us take the example of Docker’s builder component, buildx,
which uses BuildKit [72] as the default backend. The dock-
erfile frontend takes Docker’s build descriptor file (called
Dockerfile [27]) and translates it to high-level LLB definitions.
The BuildKit backend then creates the image’s build graph
from the definitions, and the solver component builds the
container by executing the graph nodes one after another. At
this stage, container layers are created as a result of file oper-
ations in the definition, such as copying files from the host to
the container. Note that despite BuildKit being known for its
optimized builder backends that can parallelize image builds,
the process of layer generation is still sequential due to the
nature of the filesystem operations.



2.2 The Rise of Distributed ML
Deploying ML applications can be challenging due to the

high computational resources required by their underlying
ML models [77, 82]. This challenge is more pronounced in
edge computing environments, where machines are of hetero-
geneous hardware configurations and multiple applications
share the resources [58, 61, 69, 92]. As a result, large ML
models with several layers and parameters are often found
unsuitable for edge infrastructures [68, 80, 91].

One approach focuses on designing compact models that
are smaller and more efficient than their larger counterparts.
Such models are developed using a combination of techniques
such as using fewer network blocks/layers, blocks with fewer
parameters, reducing the precision of model weights through
quantization, removing unnecessary connections through
pruning, and transferring knowledge from large models to
smaller ones through distillation [14, 60, 66, 87, 89]. However,
compact models often struggle to adapt to dynamic data distri-
butions as effectively as larger models, making them suscepti-
ble to data drift and requiring regular updates [14, 22, 51, 81].
As such, these models require frequent periodic retraining
and updating (as often as 30-50 seconds [51, 92]) to ensure
they remain accurate and adaptable to edge environments.

Another approach is to split the large ML model into mul-
tiple parts and distribute them across multiple devices for
parallel execution [39, 40, 50, 54, 66]. More specifically, the
model is partitioned into several slices, each of which is de-
ployed on a separate machine, forming an execution pipeline.
An “early-exit” head can optionally be added to some of the
splits [98, 100], providing the possibility of not processing all
the splits until the end, trading accuracy with better response
time. Table 2 shows the splitting potential of popularly used
ML models, where some models can be split into as many as
82 layers. Recent work has explored its applicability in edge-
cloud computing, where privacy or performance concerns
dictate that the first few splits be processed at the edge, and
intermediate information is sent to nearby and distant cloud
infrastructure for further processing [54, 79, 95, 96]. However,
model partitioning introduces new challenges, particularly in
dynamic edge environments where the number of available
devices can change over time due to failures, poor connec-
tions, or resource sharing with multiple applications [7,61,99].
Furthermore, since the hardware configurations of these de-
vices are heterogeneous, the subset of model partitions that
can be deployed on a device can vary [40, 103] – requiring
flexible methods for distribution and deployment.

2.3 Containers for Distributed ML?
Almost all popular ML management frameworks, such

as MLflow [71, 102], Flower [13], and SkyPilot [101], rely
on containers for model deployment due to their agility
and ability to replicate the runtime environment across dif-
ferent hardware configurations. The typical packaging pro-
cess involves frameworks creating a container image that

# Images Build Time (s)

1 81.67
20 113.78
41 157.64
62 149.92
82 242.66

Table 1: Docker build time
with increasing splits of Effi-
cientNet (ENv2L) across dif-
ferent images.

Our solution

Figure 2: OCI image size ex-
plodes with increasing model
splits, unlike our solution.

includes the ML model and its dependencies, which is
then pushed to a central storage (registry) for distribution
[13,17,44,49,51,70,71,73,76]. Each device periodically con-
nects to the registry and fetches the updated images specific
to their requirements.

However, model optimization and partitioning techniques
noted earlier do not function well for containerized models.
Let’s consider how split ML models can be distributed using
containers. The obvious approach is to create a separate con-
tainer image for each model partition (e.g., a model with 60
splits can be stored as 60 images). However, bigger devices
might be able to compute larger chunks of the model or might
provide better hardware acceleration for specific layers, there-
fore requiring a special image configuration. An ML cluster
may also experience resource losses, and the splits must be
re-computed to reduce the model fragmentation. The number
of possible image configurations can grow exponentially with
the number of splits. Additionally, computing these images
for AI models can be an extremely time-consuming operation.

To demonstrate this, we conducted an experiment with the
EfficientNetv2L (ENv2L) model, where we built an increasing
number of Docker images while increasing the number of
splits of a model. For example, 2 splits would result in 2
images, 3 splits would result in 3 images, and so on. Table 1
shows a significant increase in Docker image build time with
increasing model splits – leading up to a 3× longer build
compared to the 1 split use case. To combat this, one option
could be pre-building all possible container images, ensuring
that any requested subset of partitions is readily available
for devices to pull from the registry. However, this approach
becomes prohibitively expensive in terms of build time as
well as the required storage space at the registry, as illustrated
in Figure 2. Assuming we can map each model layer to a
container image layer li ∈ L. Then, a model split is a container
image where for each i, layer li is either included in the image
or not. Each combination is an image manifest referencing
the included layers, leading to 2n combinations, where n is the
number of splits. Thus, the combination of manifests required,
as shown in the figure, explodes, leading to significant space
overhead. We leave it to the reader to imagine the build time
necessary to compute such a set of images. Moreover, if the
build time is not enough of a concern, these models are also
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frequently re-trained and updated – thus, the image build
procedure must be repeated.

Alternative state-of-the-art solutions distribute model pa-
rameters by (a) independently storing and then mounting
them to the containers as volumes or (b) downloading them
on the fly. The former approach prevents data sharing across
untrusted parties and requires considerable engineering ef-
forts in edge environments where object stores are not widely
available. The latter approach is transparent to the container
runtimes, preventing efficient parameters caching and shar-
ing across workloads but instead forcing the applications to
download the parameters at startup every time. Local model
registry caches can be used to mitigate bandwidth usage at
the cost of additional resource usage.

2.4 Why 2DFS?
We believe that the limitations of containerized ML model

distribution lie in the layered filesystem structure of container
images, which is well-conceived for code and dependencies
but not intended for large files, libraries, and drivers, resulting
in severely bloated images [105]. This structure prevents the
retrieval of on-demand data subsets and forces continuous
container image rebuild for fine-grained file updates, which
is expensive and time-consuming. For example, driver and
library updates usually invalidate the cache of entire con-
tainer images even if the underlying code did not change. On
the other hand, by addressing content by digest, container
registries offer an excellent mechanism for object retrieval.
With this work, we aim to extend the OCI image format to
recycle the well-known and commonly used container image
registries to distribute not only code and dependencies but
also binaries, model parameters, and any large file without
affecting the complexity of the CI/CD pipelines. By building
a specialized container layer offering independent file point-
ers, the ML model splits, drivers and dependencies can be
independently cached in image registries and downloaded on-
demand by container runtimes. Registries can then provide
each client with image partitions, including only the necessary
files, to avoid downloading bloated images.

3 2DFS System Design
2DFS is a two-dimensional filesystem build and distribution

framework for containers. The first building block is the exten-
sion of the conventional layered filesystem used in container
architectures, which often restricts optimization due to the
linked nature of layer changesets. 2DFS introduces an addi-
tional layer type called 2dfs.field. Figure 3 shows a cross-

section of an OCI container image with the new 2dfs.field
layer type (OCI+2DFS). A field is a sparse hash-pointer matrix
of allotments representing a self-contained, non-overlapping,
and independent filesystem space. Each allotment links one
or more files or, for instance, a split of a neural network. This
design relaxes intra-layer dependencies, enabling more effi-
cient filesystem distribution (see §3.1) and fast image builds
with extremely high parallelism (see §3.2). The second im-
portant building block of the proposed system is the image
partitioning operation, supported by the 2DFS compliant reg-
istry (see §3.5). This operation allows field partitions that can
be retrieved independently. The sub-fields are serialized as
regular OCI layers and are compliant with any existing con-
tainer runtime. The two-dimensional design is well suited for
flexibly partitioning ML models, allowing for more efficient
and on-demand “best-fitting” deployments (see §3.4).

Figure 4 shows the end-to-end workflow of 2DFS container
image specification, build, and distribution. At step 1 , the
developer specifies a base image and the allotments content
(e.g., different model splits) with their position in the field via
2dfs.json descriptor file. For instance, model splits s1 and
s2 are assigned to the allotments <0.0> and <0.1>, respec-
tively. 2DFS builder (§3.2) extends a regular OCI image with
a 2dfs.field (§3.1) layer and is responsible for (i) creating
the filesystem, (ii) filling the field with allotments, (iii) attach-
ing field to the image and (iv) caching the allotments. The
extended image format, referred to as OCI+2DFS, is stored
locally in the builder cache (§3.3) and can be pushed to a
2DFS-compliant registry (§3.5) in step 2 . Developers can
fetch partitioned images from the registry on-demand (step
3 ) by specifying the semantic tag in the pull request (§3.4).

Note that the registry image partitioner only performs man-
ifest operations on the pre-built allotments, restricting the
partitioning overhead as much as possible. Upon receiving
the image partition pull request (step 4 ), the registry seri-
alizes the image partition into a fully OCI-compliant image
and serves it to the runtime which can be used by any OCI-
compliant runtime without modifications.

3.1 2dfs.field layer
We extend the OCI Image Specification [46] to introduce

2dfs.field layer type as a new media type. As previously
discussed, 2dfs.field is represented as a sparse matrix that
organizes allotments in a grid structure. Among all the pos-
sible geometrical structures, this work represents a field as a
2-dimensional plane to simplify the definition of partitions
and to easily map the structure of neural networks. In such
a plane, allotments can be easily defined to contain model
splits or can be graphically organized based on different use
cases. Check §5 and Appendix A for further details. Inside
the field, each allotment contains: (i) an index in the form of
<row.column>, (ii) a digest, which serves as a hash-pointer
reference to an OCI artifact, and (iii) the DiffID, represent-

application/vnd.oci.image.layer.v1.2dfs.field
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1 "allotments":[
2 {
3 "row": int,
4 "col": int,
5 "digest": str,
6 "diffid": str,
7 },
8 ]
9 "tot_rows": int

10 "owner": str

Listing 1: Description of the 2dfs.field manifest

ing the hash of the uncompressed content as defined by the
OCI specification. Listing 1 illustrates the manifest descrip-
tion of 2dfs.field inside an image. OCI artifacts referenced
by allotments are standard .tar.gz blobs that contain user-
defined compressed content and are indistinguishable from
regular OCI layer objects. The 2DFS builder (see §3.2) makes
sure these blobs satisfy the following three properties: (i) they
are commutative and can be applied in any order to a con-
tainer filesystem without altering the final state, (ii) they can
be cross-referenced across multiple fields, supporting efficient
data sharing and caching across images, and (iii) they can be
serialized as conventional OCI layers, ensuring seamless in-
tegration with existing OCI runtimes. Changeset operations
in 2DFS closely resemble those in OCI layers. When a blob
referenced by an allotment is updated, a cascade of hash in-
validations occurs, requiring reconstruction of the field data
structure. However, unlike intermediate layers in conventional
container systems, where linked changesets force rebuilding
all dependent layers, only allotments referencing modified
files are updated, while the rest are served from the cache (see
§3.3). For instance, if model split s1 in Figure 4 is updated,
s2 allotment remains unaffected and will not be rebuilt in the
new image. The next section details the 2DFS builder.

3.2 2DFS Builder
Starting from a regular OCI image and a 2dfs.json file

descriptor, the builder composes the 2-dimensional field to cre-
ate an extended OCI+2DFS image. The 2DFS builder consists

of several components: (a) CLI utility, (b) image manager,
(c) 2DFS filesystem serializer/deserializer, (d) cache manager,
(e) exporter, and (f) compression utility. CLI Utility provides
a range of commands to build, push, and manage both OCI
and OCI+2DFS images locally. The core of the utility is the
following build command:

tdfs build [base-image] [target-image] [flags]

Here, the base-image is a fully-compliant OCI image de-
scriptor in the format registry/repository/image:tag.
In case the registry or the tag is omitted, the tool defaults
to Docker registry and latest, respectively. The command
expects a descriptor file called 2dfs.json. The descriptor
file contains a list of allotments defined by the user. For each
allotment, the user describes the source files list and the desti-
nation path in the target image, as well as the row and column
of the allotment in the field (see fig. 4).
The OCI Manager component is responsible for the lifecy-
cle of an image within the builder – from its initial state as
base-image to its final form as extended OCI+2DFS image.
The build command utilizes the OCI Manager to retrieve the
base-image, either from the local cache or from a remote
registry, and then extend it with the 2dfs.field layer.
The Cache Manager handles the storage of image indexes,
manifests, and blobs in the local caches, detailed in §3.3.
The 2DFS component generates the field data structure and its
allotments based on the 2dfs.json descriptor. Its descriptor
is parsed, and the referenced files are copied into temporary
directories, which are structured according to the path hier-
archy defined by the user. Each temporary directory is first
hashed to generate a DiffID—the digest of the uncompressed
layer, as per the OCI specifications.
The Compression Utilities compress the directories generated
by the filesystem component into a .tar.gz file (referred to
as a blob), which is cached and hashed. The blob hash, along
with the DiffID, column, and row information, is used by the
2DFS serializer to create the allotments for the 2dfs.field
layer. After the 2dfs.field layer is serialized, and the refer-
enced blobs are successfully cached, the layer is appended to
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each manifest referenced by the index. Since allotment gener-
ation is a platform-independent operation, the builder appends
the new field structure to all manifest variants, regardless of
OS or architecture – ensuring cross-platform compatibility.
The corresponding config for each image is also updated
to include all the DiffIDs for the allotments as if they are
layered. This step is necessary to ensure compliance with the
OCI runtime specification. If certain layers are removed from
the image, e.g., due to image partitioning, the config is up-
dated accordingly to reflect the modified image structure. The
builder dynamically re-computes new config files using the
DiffIDs embedded in the field’s allotments. Modifying the
manifest’s layers and config file invalidates its hash-pointer
reference at the index level, so the builder generates a new
index file for the OCI+2DFS image to maintain integrity.
The OCI Manager Exporters use the updated index files to
retrieve cache entries and package the new image. 2DFS sup-
ports two exporters: tarball and registry. The tarball exporter
can package either a full extended OCI+2DFS image or a par-
titioned image in plain OCI format. The registry exporter, on
the other hand, pushes all image layers, fields, allotments, and
blobs to a remote registry as OCI artifacts, utilizing standard
REST API calls defined in the OCI distribution spec [45] to
ensure compatibility with existing registries.

One key advantage of the 2DFS build process is that it
removes the need to mount the files into a running con-
tainer to build and extract layers. This is possible because
the 2dfs.field layer only references static files used at run-
time. As a result, the build process is significantly faster and
scalable, particularly for large files, while minimizing disk
I/O. Additionally, due to the independence of each file (allot-
ment), the blobs can be built in parallel, further accelerating
the build process.

3.3 Cache Hierarchy
The builder employs a multi-layer cache system to effi-

ciently store files, allotments, and fields. Every time the Cache
Manager modifies or creates an object, a hash of its bytes is
generated, known as a cache key. This key uniquely identifies

the object, allowing the builder to skip upcoming build stages
if the key already exists. At each stage, the builder works
with dedicated caching layers, generating or interacting with
objects from previous stages.

Definition 1 In a caching hierarchy, ranging from C0 to C j,
the following rules apply when building a generic object ok

i
for each caching layer i with 0 < i < j:

R1. ok
i and key Kk

i are built from at least one object of Ci−1.

R2.

{
Ci←Ci∪{Kk

i : ok
i }; i← i+1 if Kk

i /∈Ci

i← j otw

For allotment generation, the build stages and correspond-
ing cache operate as shown in Figure 5. At any level i in
the hierarchy, a change has a cascade effect on the layers
above. For instance, if a file within an allotment is updated,
the following steps occur: (i) the file’s key is invalidated, the
builder copies the new file in a temporary directory used for
the allotment build and the key of the uncompressed folder is
generated (ii) the updated directory is compressed into a blob,
generating another key; and (iii) the field is re-constructed. If
a key matches an existing one during this process, the builder
skips to the last cache layer and proceeds with the final stages
of the build. Since allotments can be built independently, the
2dfs.field is constructed from separate parallel build pro-
cesses. Changes in the file structure trigger reconstruction of
only affected allotments, resulting in significant build perfor-
mance improvements (see §4).

The Cache Manager module is used by the OCI Manager
component of 2DFS builder. It employs three different cache
storages for different object categories. The Key Cache
stores intermediate keys for the file copying, allotment
creation, and compression, which only serve as metadata
for cache hierarchy. Note that the cache only stores the
keys and hash-pointers referencing the blobs, which are
instead stored in the Blob Cache. This cache contains every
object in the builder except for the image indexes. Each
object in this cache is named based on the sha256sum of
its content, ensuring efficient content validation and easy
retrieval using hash pointers. The media type for each blob
in this cache is defined by its hash-pointer reference. This
means that when a blob is retrieved from the cache, its
media type is already known for deserialization, avoiding
the need to duplicate this information elsewhere. Finally,
the Index Cache stores the OCI index of all the images
that are referenced via the hashed fully-qualified OCI
name: sha256sum(registry/repository/image:tag).
Extended OCI+2DFS images are annotated with the name
of the base image and a "2dfs" label indicating that the
2dfs.field layer is present in the image DAG hierarchy.

3.4 Image Partitioning
The design of 2DFS focuses on flexibility and ease of use.

In a two-dimensional space, users are free to arrange ML
models, files, libraries, and other resources to fit any area of



the field (Appendix A discusses this further). This design
makes it easy for the user to select a subset of the field with
only the desired functionalities. We call this process image
partitioning, and it must allow retrieving only the necessary
parts of an image on-demand, without needing to re-build or
re-push any additional manifest. In 2DFS, partitions from the
two-dimensional field can be easily extracted and serialized
as regular OCI layers.

Definition 2 Given a field F composed of allotments A where
F = Am×n, a partition P is the union of subfields P =

⋃
i fi

where fi = A[ f x1
i : f x2

i , f y1
i : f y2

i ]; i,x,y ∈ N;x≤ m,y≤ n.

Given a partition P, a 2DFS exporter can create an OCI bundle
where the allotments composing the union of the subfields fi
are flattened into regular OCI layers. Figure 6 illustrates an ex-
ample of the operation. The center shows the selected partition
P of the 2DFS+OCI image composed of subfield A[1 : 2,4 : 5]
spanning from <row 1.column 4> to <row 2.column 5>.
This subfield only has two allotments (shown as different
green shades). The image partitioning operation (i) fetches
the corresponding allotment’s blob from the local blob store,
(ii) serializes the blob as regular OCI layers in the image
manifest, and (iii) updates the manifest config file with the
layer’s DiffIDs. The result is the base image from the 2DFS
build phase, without the special 2dfs.field layer, but with
additional flattened allotments selected by the partitioning
operator. To enable seamless image partitioning without addi-
tional registry endpoints, we define the partitioning operator
as a semantic image tag, i.e., a string containing a special
suffix defining the image operation.

registry/repository/image:tag--x1.y1.x2.y2

x1 and y1 are the coordinates of the top-left corner, and x2 and
y2 the bottom-right corner of sub-field fi (e.g., tag for fig. 6
partition is tag−−1.4.2.5). While only a 2DFS compliant
registry can correctly parse the semantic tag, any runtime
can use semantic tags to retrieve a partitioned image. The
partitioning operators can be concatenated, allowing for an
unlimited number of sub-fields for each partition. The sub-
fields are parsed by the exporter or a compliant registry and
transformed into the actual partition. The partition is pro-
cessed to generate the requested image.

3.5 2DFS Registry
2DFS registry is an OCI compliant registry with support for

.2dfs.field media type and partitioning operator. Starting
from the open-source OCI implementation, we introduced the
following updates:
1. Partitioner: Serializes the partition of an OCI+2DFS into

an OCI manifest.

2. Partitioning Operator Support: Enables parsing of smantic
tags for partitioning at the image/pull endpoint.

3. OCI+2DFS Deserializer: Provides support the 2dfs.field
media type.

The partitioner efficiently generates OCI-compliant mani-
fests and configs by fetching the OCI+2DFS image, decoding
the 2dfs.field layer, and applying the selected allotments as
OCI layers. It then removes the 2dfs.field layer, replacing
it with standard layer descriptors, and it applies the layers Dif-
fIDs to the rootfs of the image’s config file. Finally, the new
manifest is cached. When a semantic tag with a partition is
detected at the /v2/<name>/manifests/<reference> end-
point, the tag parser triggers the partitioner, which fetches the
manifest and generates the new partitioned image based on
the requested subfields. The OCI+2DFS Deserializer extends
the registry to handle 2dfs.field media types, leveraging
distribution.UnmarshalFunc [25] type to deserialize and
access the manifest content.

4 Evaluation
We evaluate the performance of 2DFS and compare

it against Docker – the most popular container-building
tool [28]. Since 2DFS is a completely new approach to layer-
ing, in most scenarios, multiple Docker images were used to
simulate the same functionality of an OCI+2DFS image. For
example, for three partitions of 2DFS image, we require three
separate Docker images. In this evaluation, we focus on the
continuous model updating and split computing use cases,
where a ML model is stored as several partitions or splits. We
compare the performance of 2DFS while varying the amount
of splits of a model.

4.1 Experimental Setup
Build Infrastructure. All the build experiments are carried
out with Docker runtime version 27.3.1 with containerd
snapshotter and all default settings, such as buildx builder
and BuildKit backend. The base image used for all the builds
is the tensorflow/tensorflow image version 2.17.0. The
image build is performed on a bare-metal server with 2×
AMD EPYC 7302 16-Core Processors, 256GB DDR4 RAM,
and 2TB 12Gb/s Solid State Drive. For the build, we compare
the 2DFS builder (in §3.2) against the default Docker build
command. The 2DFS compliant registry is hosted on a server
running 1× Intel Core i9-9820X CPU, 128GB DDR4 RAM,
1TB NVMe 3.5Gb/s Solid State Drive. The machines are
interconnected with a 1Gb/s Ethernet connection.

Edge Infrastructure. We created a distributed edge com-
puting infrastructure consisting of 10 Raspberry Pi 4B (RPi)
devices, each equipped with four ARM Cortex-A72 cores and
8GB of RAM. Additionally, we utilized a Linux PC with an
Intel Core i7-4790 4-Core Processor and 16GB RAM as the
gateway for our experiment in §4.5. All machines were inter-
connected via a 1Gb/s Ethernet switch. The gateway served as
the controller for dynamically deploying different model splits
on varying numbers of RPis, generating load, and aggregating
output to calculate end-to-end response time. Notably, the
gateway did not execute any model splits itself. The RPis rely
on the remote server for cross-device clock synchronization.



Model Label Application #Parameter Total Size (MB) #Splits Avg #Params per Split ±σ

ResNet50 RN50 Recognition 25.6 M 97.8 18 1.39 ± 1.76 M
MobileNetV2 MNv2 Recognition 3.5 M 13.5 19 0.13 ± 0.15 M
MobileNetV2α=1.4 MNv2L Recognition 6.2 M 23.5 19 0.24 ± 0.29 M
DeepLabv3+* DLv3 Segmentation 39.1 M 150 19 2.17 ± 3.67 M
EfficientNet-V2-B0 ENv2B0 Recognition 7.2 M 27.5 24 0.26 ± 0.22 M
EfficientNet-V2-B1 ENv2B1 Recognition 8.2 M 31.3 30 0.24 ± 0.22 M
EfficientNet-V2-B2 ENv2B2 Recognition 10.2 M 38.8 31 0.29 ± 0.26 M
EfficientNet-V2-B3 ENv2B3 Recognition 14.5 M 55.2 35 0.38 ± 0.33 M
ResNet101 RN101 Recognition 44.7 M 170.5 35 1.25 ± 1.25 M
YOLOv3 YOLOv3 Detection 62 M 236.3 36 1.68 ± 2.29 M
EfficientNet-V2S ENv2S Recognition 21.6 M 82.5 43 0.48 ± 0.39 M
ResNet152 RN152 Recognition 60.4 M 230.5 52 1.14 ± 1.06 M
EfficientNet-V2M ENv2M Recognition 54.4 M 207 60 0.90 ± 0.99 M
EfficientNet-V2L ENv2L Recognition 119 M 454 82 1.45 ± 1.60 M

Table 2: Overview of our Model Zoo which includes popularly used models for different application categories.

To ensure accurate timing measurements, we deployed a net-
work time protocol (NTP) server on the gateway. This setup
results in a maximum clock offset of approximately ±100µs
and a jitter less than ±100µs, allowing for precise device-to-
device response time reporting. We perform all experiments
10 times and report the median across runs.
Model Zoo. Table 2 presents the model zoo utilized in our
evaluation, comprising 14 models across three diverse applica-
tion scenarios, including Object Recognition, Detection, and
Segmentation. These models offer varying splitting options
based on their architectural characteristics (cf. §4.1.1). The
number of splits per model ranges from 18 to 82. The results
are obviously expected to generalize to much larger models.
4.1.1 Generating Model Splits

To accommodate a wide range of models and offer a gen-
eral solution, we employ the Keras API due to its ability to
leverage multiple backends, such as PyTorch, TensorFlow, or
JAX, catering to different hardware needs. We automatically
generate the 2dfs.json descriptor as a direct output of the
model split generation. For all the models in the zoo, a de-
scriptor shows the position of splits’ weights and architecture
in the two-dimensional structure. Our approach draws inspi-
ration from previous work [40, 54, 92] on model slicing and
is guided by three key principles:
1. Minimizing output size. We avoid slicing at branch or

shortcut points, as this would require passing multiple
tensors to the next device. Instead, we identify inherent
information bottlenecks, typically located after aggrega-
tion layers (e.g., Add or Concatenation), which serve as
suitable split points.

2. Maximizing flexibility. By introducing as many splits as
possible while adhering to the first principle, we increase
deployment flexibility and enable more efficient utilization
of available resources.

3. Balancing split inference times. While not as critical as

the first two principles, we strive to achieve a fair distribu-
tion of inference time across each split, ensuring that no
single device is disproportionately burdened. Our end-to-
end results on MNv2L (fig. 14) supports this goal.

Guided by these principles, our slicing strategy targets bot-
tleneck layers whenever possible or, alternatively, those with
relatively smaller output sizes compared to their neighbors
as candidate split points. Each split was designed to contain
two or three computationally expensive operations, such as
various forms of convolution or fully connected layers. In cer-
tain applications, like object detection, the output of multiple
splits may need to be transmitted and utilized in a later stage.
We restructured these model graphs to transmit the neces-
sary information directly to the specific split(s) that require it,
thereby avoiding unnecessary data passing through all splits.
Furthermore, whenever possible, we identified opportunities
for parallel computation without tensor sharing and created
separate splits to leverage these possibilities. For instance,
a few blocks in YOLOv3 have such a characteristic. By ex-
ploiting parallelism in the model graph, we can accelerate
inference and improve scalability.

Our model slicing approach yields a varying number of
splits across the 14 models in our Model Zoo (Table 2), rang-
ing from 18 (e.g., RN50) to 82 (e.g., ENv2L). Each split can
be deployed and containerized as a standalone application,
enabling flexible deployment scenarios. We include in fig. 18
the parameter count and size distribution of different splits,
showing the variability among models. Note that each split
comprises multiple model layers. Each layer potentially has
weights and biases that may change values after model up-
dates or have distinct versions (e.g., FP32, quantized INT8) to
accommodate diverse use cases. To comply with this dynamic
nature, we detangle the split model architecture (computation
graph) from the weights themselves to improve flexibility. We
then apply BZip2 compression to the splits and store them as
separate allotments in the OCI+2DFS format.



4.2 Image Build
We begin by measuring the build performance of 2DFS and

Docker builder. For each model in the zoo, we define a split
capacity ranging from 0% to 100%. We define split capacity
as the percentage of the splits we divide the model compared
to the maximum allowed splits. For example, at 50% split
capacity for ENv2L, we only generate 82×0.5=41 splits and
divide the model into 41 portions instead of 82. With 0%
split capacity, we do not split the model at all resulting in
one large "split" representing the entire model. Each split is
allocated in a separate 2DFS allotment or OCI layer. Therefore,
an image containing YOLOv3 at 100% split capacity features
37 layers (RootFS + 36 splits), while an image with 100%
split of ENv2L has 83 layers. We perform the experiments for
all the models in the zoo, but only report results for a subset
for brevity. We refer interested readers to Appendix B for the
remaining results.

Figure 7 shows the results of build-time of 1 image with re-
spect to split capacity %. On average, 2DFS builds OCI+2DFS
images 16× faster than Docker with standard OCI images.
Even in the base case of 0% split capacity, 2DFS is already
outperforming Docker. For deep models with larger layer
sizes, such as ENv2L, we observe a counterintuitive pattern
in the Docker build. The build is slower when either the lay-
ers are too big (e.g., 0% split capacity) or the layers are too
many (e.g., 100% split capacity), with a sweet spot at 50%
split capacity. For smaller models, instead, Docker build time
decreases somewhat linearly with the number of layers. This
behavior hints that there is a tradeoff between layer size and
layer number. Generally, it looks faster to build smaller layers
until they are confined in numbers (E.g., less than 50 lay-
ers.). With 2DFS, we observe that the more we split, the faster
the build time. The performance gap between the two build
systems is related to how Docker handles the layer creation.
Docker uses a build container to which all the files are copied
during the build. Mounting the model weights into the build
container and extracting a layer changeset is an expensive and
time-consuming operation. Moreover, each layer operation is
executed using the input mount point from the previous phase
sequentially since Docker cannot know if the layer’s applica-
tions are commutative. On the other hand, 2DFS exploits the
allotment independence to parallelize the build process, thus
escalating the cache hierarchy described in §3.3 for all the
allotments simultaneously. The 2DFS builder runs under the
assumption that a 2dfs.field layer is immutable and only
contains static files. Therefore, a build container is not nec-
essary, and the allotments are computed locally, minimizing
disk I/O utilization also for the 0% split capacity scenario.

With OCI+2DFS image format, we can retrieve on-demand
any possible image split with a random partitioning. In fig. 8,
we compare the build time needed to pre-compute multiple
OCI images for each split. Because the total number of split
and partition combinations would be unfeasible to build, we
simplify the experiment by only building a small subset of

possible image splits for Docker. In particular, we compute
one Docker image for each split based on the Split Capacity.
E.g., ENv2L50% split capacity in the context of this plot means
that we partition the model in 41 splits, and we generate 41
different Docker images, one for each split, while only one
OCI+2DFS image with 41 equal partitions from the original
82 allotments. Note that an OCI+2DFS image can actually
generate up to 282 different partitions with such split capacity,
but it would be unreasonable to build so many Docker images
as demonstrated in fig. 2. The results show an average of 56×
faster build time for 2DFS, with a peak of 120× faster builds
for the ENv2L model with 100% split capacity. The build
time of OCI+2DFS in this experiment is constant and does not
depend on the split capacity because we always build one
image including all the allotments, while to achieve the same
result with traditional OCI images, we need to build a new
image for each split, increasing the build time manyfold.

Figure 9 shows the CPU and Memory usage of the builder
machine measured during the experiment shown in fig. 7.
The results show that while 2DFS and Docker have similar
memory usage, 2DFS has higher CPU consumption, especially
with higher image split capacity. With 0% split capacity, we
observe similar consumption. The more we increase the split
capacity, the higher the values of CPU usage. While 2DFS
builder computes each allotment’s DiffID and blob simulta-
neously, which are both CPU-intensive operations, Docker
performs these operations in sequence, resulting in lower CPU
usage but longer builds. It is worth noting that even if, in this
experiment, Docker shows up to 20% lower CPU consump-
tion over the build time, 2DFS build time was on average 16x
faster, resulting in an overall lower total CPU time.

4.3 Image Download and Partitioning
We now evaluate the overhead caused by the partition-

ing operation at the registry compared to pull of traditional
OCI images. Figure 10 compares the download time of four
different partitions for the ENv2L and RN50 images, each con-
taining respectively 25, 50, 75, and 100% of the total splits.
For Docker, we pre-compute the splits, and we push all four
images to the registry independently. For 2DFS, we just push
to the registry a single OCI+2DFS image and ask for an on-
demand partition every time. The pull requests are performed
on a separate worker machine using the Docker CLI. We ob-
serve how the on-demand partitioning is performed by the
registry with minimal overhead, leading to a comparable total
download time with on average only 20 ms additional latency.

Figure 11 shows the bandwidth usage at the client side
during the download of the pre-computed OCI images built
using Docker versus the OCI+2DFS partitioned image. The
result shows comparable bandwidth usage across the two
approaches. Therefore, serialized allotments bring negligible
overhead in terms of download time and data rate.

Figure 12 shows the CPU usage at the registry side during
the download of traditional OCI images built using Docker and
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Figure 7: Build time for a single image with increasing number of splits per layer.

25 50 75 100
Model Split Capacity (%)

0
10
20
30
40
50
60
70

T
im

e
(s

)

RN50

25 50 75 100
0

10
20
30
40
50
60

MNv2L

25 50 75 100
0

10
20
30
40
50
60
70

DLv3

25 50 75 100
0

20
40
60
80

ENv2B1

25 50 75 100
0

20
40
60
80

100
YOLOv3

25 50 75 100
0

60
120
180
240

ENv2L

2DFS Docker

Figure 8: Build time for different split partitions where each partition is packaged as a separate image.

0 25 50 75 100
Model Split Capacity (%)

0

5

10

15

20

25

R
es

ou
rc

e
U

sa
ge

(%
)

2DFS/Docker CPU

2DFS/Docker Memory
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Figure 10: Download of parti-
tioned vs prebuilt images.
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Figure 13: Build time after model updates with image caching.

2DFS images. With these measurements, we try to quantify
the computational overhead of the on-demand partitioning
operation compared to the download of pre-computed images.
The results show that the registry CPU usage is comparable
across the two approaches, with a slight increase for the 2DFS
images of 1% after the 50-th percentile. This gap represents
the CPU overhead of the on-demand partitioning operation
and the serialization of the field’s allotments into OCI layers.
We also measure the memory overhead at the registry, but we
omit the results as we do not observe any significant difference
between the two approaches.

4.4 Model Updates
As mentioned in §2.2, some parts (i.e., splits) of a model,

particularly in smaller models, may receive frequent updates
to comply with the accuracy demands as they experience dis-
tribution drift. In this section, we evaluate the effect of model

updates on the image rebuild. For each image in the model
zoo, we build a baseline version where each split is placed
on a different layer. Then, we update increasingly 25%, 50%,
75%, and 100% of the model splits with newer versions and
re-perform the build of the images. This operation commonly
happens after model re-training. This experiment measures
the caching efficiency of each builder. Better caching strate-
gies lead to lower build times. In 2DFS, the position of the
allotment that needs to be updated does not affect the build
time due to the independence property. Each allotment that
has not been updated will skip the cache hierarchy as de-
scribed in §3.3. On the other hand, in Docker, the position of
the layer that needs to be replaced affects the cache invalida-
tion and drastically increases the build time. Therefore, we
compare two different configurations, one where the updated
layers are placed at the top of the image and one where they
replace the bottom layers of the image.

Figure 13 shows the results of the experiment. On the left
side, we have the results obtained by starting the updates from
the top layers, while on the right, the results while updating
the layers from the bottom. As expected, Docker build time
is relatively more efficient when updating the layers from the
top, as Docker is able to cache the bottom layers successfully.
However, the build time is, on average, 25× slower than 2DFS.
The worst case scenario for Docker is when the layers are
updated from the bottom, resulting in a 75× slower build
time compared to 2DFS. Interestingly, in this latter scenario,
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Figure 14: Performance of distributed MNv2L over increasing
number of devices and model splits.

the more layers we update, the faster the build gets. This is
related to the way Docker invalidates the cache for the layers
above and re-computes one layer after the other. We observe
that for the bottom-up update scenario, the compression time
increases with the number of updated layers while the layering
time decreases. The layering time includes all the operations
prior to the layer compression, such as cache invalidation,
content copy, and changeset computation. We conclude that
in the current Docker implementation, it is faster to rebuild
the image from scratch than to perform a bottom-up update.
When updating the image layers from the top, the compression
and layering time grows linearly as expected. The 2DFS build
time is growing linearly with the number of updated layers
but at a slower pace, showing a better caching efficiency.

4.5 Split Computing Performance
Another scenario of interest besides continuous model up-

dates is the split computing phenomenon §2.2, where due to
different reasons such as privacy and/or scalability, a model is
split into multiple parts, and each device serves only a subset
of the model. This inherently provides an opportunity for
pipeline parallelism as we enable it by default. In this sec-
tion, we evaluate the performance of the MNv2L model in a
distributed Edge Computing testbed. We deploy the model on
a set of Raspberry Pi devices, ranging from 1 to 10, each run-
ning a different split of the model. Every time a device joins
the experiment, the image splits are re-computed uniformly to
fit the new number of devices. For each new device, a new im-
age split must be computed for traditional OCI images, while
for OCI+2DFS images, we can simply request the new parti-
tion from the registry. We measure (i) E2E RT, which refers
to the average end-to-end response time, (ii) throughput of the

deployed system, which is the number of requests per second
that it is able to fulfill, (iii) deployment time and (iv) build
time of the images for the different splits.

Figure 14c shows the inference performance results. RPi
x refers to the average time a particular Raspberry Pi device
takes to process its split, including the communication and
queuing delay. Observe how the end-to-end response time
increases linearly with the number of devices. The model
fragmentation and the additional networking overhead are
the main contributing factors. On the other hand, the total
throughput of the system increases steeply from less than 1.3
to 7.6 requests/s. Model fragmentation allows constrained
devices to compute their splits, avoiding CPU throttling and
memory exhaustion issues. Moreover, model splitting can
improve the overall system scalability.

Figure 14a is showing the overall deployment time break-
down for the MNv2L model. This experiment does not include
the download and partitioning time as it assumes that Docker
images were pre-computed. The results show a logarithmic
decrease in build time, mainly caused by the application ini-
tialization and the container creation. Smaller model sizes
are faster to decompress, especially on constrained hardware,
resulting in an overall speed-up of the deployment process.

Figure 14b shows the time to build the new image split for
each device joining the experiment. Build time for 2DFS is
constant as only one image is generated at the beginning, and
the new splits are requested on-demand. On the other hand,
the build time for the Docker use case increases based on the
number of images that need to be generated every time we
need a new split. On some occasions, such as when generating
images for 2 and 6 devices, the build time results are lower
than expected, probably related to a discrepancy in the split
sizes, which can lead to faster build times. The relative build
time difference between the two approaches shows that 2DFS
build is 55.9× faster. We omit the total build time because it
is not comparable across the two approaches; in fact, for this
simple example, we had to build 55 OCI images but only a
single image for 2DFS.

5 Discussion and Future Directions
While our primary focus is on providing an efficient and

standard packaging framework for the mainstream distributed
ML, there are additional application scenarios for 2DFS that
are available straight out of the box. Conducting separate
evaluation experiments of these applications is unlikely to
provide new insights beyond those already presented in the
previous section; thus, we discuss them here and refer to
relevant evaluations when applicable.
Other ML Architectures. 2DFS is not limited to the models
provided in the Model Zoo. Indeed, it is a general solution, and
one can use any model or set of models together with 2DFS to
streamline data propagation and parallel executions in a stan-
dard containerized way. This includes autoencoders, recurrent
neural networks, and generative AI such as diffusion models



and large language models (LLMs). For instance, LLMs heav-
ily rely on distributed inference infrastructure across several
machines [4, 35, 83, 84, 107], a practice essential for scalabil-
ity and for supporting massive models like Llama 3.1 with
up to 405 billion parameters [38]. Integration of 2DFS and
LLM libraries like vLLM [53], DeepSpeed [4, 86, 93] and the
Kubernetes-native llm-d [62] comes with foreseeable advan-
tages such as facilitating LLM distributed serving pipelines
by leveraging (i) OCI+2DFS images for efficient packaging of
inference code and model parameters, and (ii) on-demand par-
titioning for distributing model shards. This combines LLM
serving with the simplicity and scalability of self-contained
microservice applications.
Additional ML Usecases. In the context of ML applications,
several scenarios emerge where 2DFS is advantageous. For in-
stance, in ML serving systems, dynamic application demands
(e.g., varying latency and accuracy requirements), different
backends, and numerous model sizes lead to thousands of
variants of the same base model and corresponding Docker
images [88]. This calls for a more efficient packaging frame-
work that can decouple these different models; this is where
2DFS excels. In fact, each variant can be treated as a separate
set of allotments, and significant gains can be achieved as
demonstrated in §4.4.

Along similar lines, the concept of bloated vs. debloated
ML containers [105] highlights the issue of oversized Docker
containers with potential vulnerabilities due to the inclusion
of various packages and toolchains during different stages
(design, training, serving) of an ML application’s lifecycle.
2DFS offers a straightforward solution by facilitating the sep-
aration of these stages into distinct partitions. Appendix A
illustrates ML packaging in more detail.

Further, another line of work [7, 85, 97] aims to reduce the
communication overhead in tensor parallelism by construct-
ing sparsely distributed sub-models. These works along with
multi-model pipelines where an application is constructed of
multiple ML tasks present another compelling use case for
2DFS. Instead of relying on several docker images, or worse, a
bulky image with redundant blobs, it packages everything into
a single image. Each device only pulls the needed parts, result-
ing in reduced build, download, and deployment times §4.3.
Frequent ML Model Updates. One of the most critical as-
pects of containerized ML is the container build time, hin-
dering the propagation of ML model updates. Often, plat-
forms prefer to rely on object stores [36], just to avoid fre-
quent container re-builds, which are slower. However, this
practice requires customized release pipelines and has se-
vere limitations in edge environments, as discussed in §2.
Khani et al. [51] show how real-world continuous re-training
for object-detection models such as MobileNetV2(MNv2) and
ResNet50(RN50) can lead to model updates arriving every 30
seconds or even faster. For RN50, a relatively small model,
in fig. 13, we show how traditional container updates on
production-grade hardware can span between 6 and 20 sec-

onds, depending on where the layer update happens, slowing
the effectiveness of continuous re-training manyfold. On the
other hand, 2DFS, is able to build such images in 1 to 1.5 sec-
onds, up to 13x faster. For larger models such as EfficientNet-
V2L(ENv2L), the gap increases further up to 75x faster re-
build. These results highlight how 2DFS opens an unprece-
dented opportunity to utilize containers for model packaging
and caching even in highly dynamic environments with fre-
quent model re-train.
Broader Applications. By design, 2DFS is a general-purpose
solution applicable to diverse scenarios that require flexible
and efficient packaging. An interesting use case is the man-
agement of fat images [2], where containers are built with ex-
tensive binaries, libraries and other application requirements,
e.g. analytics utilities to full-blown networking libraries like
ServiceRouter [90]. In traditional systems, any update to a
single binary requires rebuilding the entire container, which is
not only a resource-intensive process but can also take several
hours to complete. With 2DFS, separate allotments can con-
tain different binaries and libraries, allowing teams to update
specific components independently, while improving deploy-
ment efficiency. This capability significantly accelerates the
DevOps workflows, enabling continuous integration and de-
ployment practices to operate at a much finer granularity.
Future Directions. In addition to the above-mentioned sce-
narios, 2DFS has potential operational benefits in microservice
packaging/deployment in edge computing environments [12]
and for federated learning workloads [13]. However, 2DFS
also has several limitations to be considered. 2DFS is cur-
rently limited to supporting only OCI images, which, despite
being an established standard, restricts its compatibility with
other formats such as the conventional vnd.docker. While
the number of 2DFS allotments is potentially unlimited, leav-
ing developers total freedom in how to architect the field,
traditional OCI runtimes can only handle a maximum of 127
container layers. Therefore, to maintain compatibility with
runtimes like Docker, the 2dfs.json descriptor must be de-
signed in a way that limits 2DFS partitions to a maximum
of 127 allotments per partition. This still allows fine-grained
parameter caching but can be a limitation for developers deal-
ing with extremely large models. In the future, we plan to
address these limitations and extend the system by (i) ex-
ploring alternative field form factors and layouts to optimize
both performance and usability, (ii) developing a 2DFS storage
driver to overcome the layer limitations imposed by current
file systems, and (iii) designing a system-specific runtime that
dynamically retrieves model partitions based on file system
access patterns. For instance, a future direction can aim at
extending container runtimes to better support use cases re-
quiring more than 127 layers and optimize how allotments
are handled within the container runtime storage driver [29].



6 Related Work
Distributed ML serving needs model partitioning. Related
work on distributed ML serving can be categorized into two
main avenues. One focuses on splitting models between edge
devices and cloud servers to reduce data transmission latency
and improve privacy [3, 32, 39–41, 43, 50, 54–56, 63, 66, 95].
Techniques vary in their partitioning strategies, often driven
by specific objectives such as energy efficiency [50, 59],
bandwidth, latency, or privacy [47, 79]. Some works employ
early-exit mechanisms for generating predictions on edge de-
vices [63,92,95]. Others propose creating multiple versions of
partitions to adapt to changing network conditions [22, 43] or
utilize idle machines over the Internet for large language mod-
els [16]. The second line of research targets deploying small
models on distributed edge computing devices, often con-
sidering scenarios like self-driving cars [14, 51] or multiple
audio and video analytics applications [22, 92]. These works
address the capacity gap between smaller and larger models
through model adaptation. Some proposals involve deploying
models or splits on various devices and aggregating results
to achieve desired accuracy [6, 7, 97, 100, 103], while others
focus on efficient model update strategies, such as training
only the final layers of models [51], freezing 70-90% of layers
during retraining [14, 22], or dynamically selecting a portion
of model partitions to process and applying early-exit to main-
tain Service-Level Objectives (SLO) requirements [92].
ML Serving meets containers. Containers have become
ubiquitous as they offer isolated runtime environments, en-
suring consistent behavior across different dependencies and
platforms [14, 21, 40, 51, 88, 108]. However, most MLOps
frameworks overlook the unique challenges of Distributed
ML [8,9,11,13,19,31,33,37,57,71,75,78,106]. These frame-
works assume that packaging is a solved problem, neglecting
the complexities of dividing ML models into multiple parts
for efficient adaptation and distribution across devices.

Our work highlights the need for a more comprehensive
and efficient approach to packaging in Distributed ML. While
there are numerous proposals addressing various aspects of
Distributed ML, we found no existing packaging tool that
natively supports its requirements. This gap underscores the
importance of our solution.

7 Conclusion
In this paper, we introduced 2DFS, a two-dimensional

filesystem build and distribution framework designed to ad-
dress the inefficiencies of existing container-based systems
for distributed ML. Our design enables independent updates
of model partitions by decoupling them from the traditional
layered structure, offering substantial improvements in both
build and deployment efficiency. Through our comprehensive
evaluation, we demonstrated that 2DFS provides significant
performance gains – achieving on average 56× faster build
times and 25× better caching efficiency compared to Docker
and regular OCI images.
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Appendix A Packaging ML Models

OCI+2DFS

Image

Figure 15: ML Model Packag-
ing Example.
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Figure 16: High Level Space
Partitions.

As for traditional containers, also in 2DFS the build and
caching efficiency depends on the best practices on how to
design the 2D space. When building a traditional Docker
image the user uses a Dockerfile to define the operations com-
posing the layers of the image. The order of the instruction
heavily impacts the performance of the build as well as the
wasted space in the final image. Docker provides a set of
best practices to follow when designing a Dockerfile [26].
2DFS performance heavily on the allotment sizes. The smaller
the alltoments, the better the parallelization at build time and
caching efficiency. For large models, we suggest splitting the
model layers into separate files even if the model does not
support partitions. This way, selective model updates invali-
date only part of the 2D field, speeding up the build process.
Figure 15 shows an example of a very simple model split tech-
nique that can significantly improve the 2DFS performance.
By simply splitting the fully connected layers into separate
files, we can package these files as independent allotments.

In more advanced usecases, the 2D space can be organized
into scope-based partitions. E.g., in fig. 16, we place the model
weights in the top-left corner, the networking binaries in the
middle, the inference libs in the bottom left, and the GPU
drivers in the bottom-right corner. Suppose the model is exe-
cuted on a device without GPU; the bottom right corner can
be left out of the partition. Alternatively, during training, we
can remove the inference libs and networking binaries.

Appendix B Additional Results

Split Capacity %

Model Format 0 25 50 75 100

ENv2L
Docker 451.84 451.88 451.92 451.97 452.00
2DFS 451.68 451.69 451.70 451.72 451.73

RN50
Docker 124.87 124.88 124.89 124.89 124.90
2DFS 124.64 124.64 124.65 124.65 124.65

Table 3: Exported Image Sizes Comparison with Different
Split Capacities.

Figure 18 shows the parameter count and size distribution
of different splits, showcasing the variability among the mod-
els of the zoo (Table 2). Note that although the splits closer to
the end of a model comprise more parameters, this does not
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Figure 17: Deployment time breakdown for different numbers
of splits / available devices for two small (RN50 and DLv3),
one medium (ENv2B1) and one large (ENv2L) models.

translate 1:1 to additional computation.
Figure 17 complements the experiments in §4.5 and it’s

showing the deployment time of RN50, ENv2L, ENv2B1 and
DLv3for different numbers of devices. The number of splits
equals the number of devices, and the image layers are ho-
mogeneously distributed across the splits. The deployment
time is broken down into the time required to download the
image, the time required to unpack the image, and the time
required to start the application. The deployment time de-
creases logarithmic with the number of splits as shown also
in fig. 14a. ENv2Lis showing a steeper performance improve-
ment because, on the constrained Edge devices, the initial-
ization phase is much slower when too many parameters are
handled in a single node. With ten splits, we observe a 3.5×
faster deployment time.

Figure 19 complements the results from fig. 7 with the
models omitted for brevity. The results show the same Docker
trends, with the small models showing little variation, the
medium-sized models showing a build time decrease with a
higher number of splits, the large model showing their best
build performance at around 50% split capacity, and then
higher build times towards 75% and 100%. As explained in
§4.2, for Docker, the is a tradeoff between the number of
layers and the size. 2DFS performance improves consistently
with the number of allotments, plateauing at around 50%,
hitting the I/O disk capacity.

Figure 20 complements the results from fig. 8 with the
models omitted for brevity. The results show the same Docker
trends, with build time consistently increasing when more
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Figure 18: Per-Split Parameter Count and Byte Size.
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Figure 19: Build Time of 1 Image with Different Amount of Splits per Layer
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Figure 20: Images Build Time for different Split Partitions - 1 Image per Partition with Uniform Partitions.

images are generated. 2DFS shows almost constant build time
because it always generates the same OCI+2DFS image.

In §B compare the size of the exported OCI+2DFS image
and the traditional OCI images to measure the space overhead
of the new additional 2dfs.field layer. We build the images
for the ENv2Land RN50 models with different split capacities,
the same as previously done in fig. 7. For each split capacity,
we build and export in tar.gz format one OCI image using
Docker and one OCI+2DFS. The images show comparable
sizes, with no additional space overhead for the 2dfs.field
layer. This happens because the two-dimensional data struc-
ture introduced is serialized as an array of hash-pointers +
metadata, efficiently replacing the traditional OCI layers.
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